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ABSTRACT

The severe clearly unrest in the oil market refldcin the volatility of oil prices, allowed to cader the
efficiency of the various forecasting techniqueplegal. In order to stand on the ability of some misdto provide
forecasts for decision-makers and to investigagepttesence of any sort of seasonality and idettidytype of the trend
component crude oil prices we used weekly, montng annually data collected from the U S Energwrimation
Administration for the period 1987 to 2015. Appriape forecasting technique mainly based on a twm$oof the "double
exponential smoothing" model related to Brown'selan (i.e., double) Exponential Smoothing and thét-Mbnters
Double Exponential Smoothing referred to a moreh@&ijgated version of the first ones is model. Aftonstruct
short-term forecasts for weekly, monthly and anmiath. The “Evaluation statistics” section shows RMSE and RSS
statistics for each of the forecasts. Results hslvewn the importance of the non-parametric modelsprioviding
reasonable forecasts supported by appropriatststatitests and indicated absence of seasonatefd also economic
cycles of them in terms of their compounds. Themgiuin the prices will deepen unless the OPEC aml @QPEC
producers sit together to avoid any further priogtapse.

KEYWORDS: Crude Oil Prices, Forecasting, Double Exponentmb8thing, Brown's And Holt's Models
INTRODUCTION

Qil is an important source of revenues for oil-entipgy countries. Considering that the price ofisibne of the
most important economic indicators in the world,dhanges is watching of both producers and consynmeaddition to
the decision-makers and actors in the financial ketar and international. The price volatility didied a lot of
underdeveloped economies and those mainly depemdeail export. In this context, and given the intpace of this
price, seen by many as a measure of the perforn@rbe global economy, the first economists patécimportance to
the process of predicting future trends acrossdsaria lot of effort to provide appropriate and @ffee and applicable in
different circumstances tools. Because changdziptice of oil can have significant effects on nmaconomic dynamics,
it is not surprising that many researchers haveiepparious econometric techniques that help taleh@and to forecast
changes in the price of oil (Alquist al, 2013).The great turmoil in oil markets across Wherld renewal of the
importance of these techniques in light of the Bimeschanges that have defined time series orpttenomenon studied.

Therefore, making reliable forecasts of the priterade oil become interest for a wide range ofliapfions. For example,
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24 Siagh Ahmed Ramzi& Hachemane Mouloud

policymakers, government and central banks forecastiew the price of oil as one of the key vamabin generating
economic projections and in assessing macroeconoshis and policies and to explore alternative tigptical forecast
scenarios.The complexity in prices volatility resug to the non-free models which requiring stagignor inertness
component availability on time series and absericanomalous values process.Given process complekitiie use of
macro regression models caused by the multiplioftyactors variables in the oil market from the emwit factors,

political and geostrategic. Huntington (1994)indéctéhe failed of structural models in the predictinf oil prices in the
nineties of the last century. In the same way, #\etial. (2010) argue that the experience has shown howhrsia

complex process to predict the evolution of oikps. This work focuses on the study of the impasant simple models
in providing acceptable predictions can rely orirthesults in the short and medium term(Artus, Giiev, Chalmin and
D’Autume, 2010).

And that any attempt to model the phenomenon tdigravithout regard to random blowing out of hantia
jumps in the price are not well-defined (mis-spiedf productive conciliation weak (poor fitted datiata. So will this
work in very sensitive conditions characterizedalyyeriod of post-global financial crisis and turhioithe political world
with the spread of proxy wars and conflicts in #irab and Islamic worlds, and it increased, and aprie risk. At the
same time it is assumed that the crude oil priopenties in the future will be the same as in thet@nd the present.
A more complex extrapolation scheme that involvesualy of the dynamics of changes in charactesigifcthe crude oil

price with due regard for such dynamics within filvecasting interval is less frequently used ire€@sting.

Economists and econometricians are pressed to stae and medium-term predictions on oil pricexsithey
are volatile and depend on various situations. Tissya range of forecasting tools and highly coraptid mathematical
models, which either focus on financials (usingtsgpal future prices), or supply and demand conatiters (quantifying
variables and testing their explanatory power). Tiedels used most often are regression-based wstaliahodels,
time-series analysis, Bayesian autoregressive modald dynamic stochastic general equilibrium gsapBecause
economists are still undecided as to which metisothast reliable, they use a combination of thentaljet the most
accurate oil prices answer forecasting. The conifylex the model does not mean superiority overpg@wording. Many
econometricians have gone to prefer simple to cexplodels for a number of considerations. Therefiiis article will
only deal with exponential smoothing models and hilefly cover more simple models proposed by Huoitd Brown.
Thus, the article will discourse topics relatedthe short-term forecasting of crude oil price semes with slowly
changing characteristics on the basis of exponesti@othing models. The "short-term forecastingdidtl in this case
mean forecasting a small number of time intervéisaa instead of forecasting for a period of lessith year as it is

usually assumed in economics.

Another important goal is to use both methods éweéasting oil prices, as well as comparing thdityuaf the
forecasts and recommending the method best suitélietactual data. The comparative performancéese models is
then considerétb show the practical difference, on their foreitmsability, using comparison of the root mean squa
errors, is conducted on the models’ forecasts faample excluded from the modeling process. We @eanthe
difference between the known data and the predidttd using the residual sum of squares (RSS) lamdadot mean
squared error RMSE. This accurate prediction opddes is difficult but very important for goveremts, companies, and

investors. The more accurate the forecasts of raiep, the greater the impact they have on impgtire accuracy of

!Alternative of Chow tests approach of the erroradéfices between actual price and the price.
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Predict Crude Oil Prices in the International Market an Alternative Forecasting Technique 25

forecasts of a wide range of macroeconomic results.
THE OIL PRICE SPECIFICATIONS AND APPROACH OF ABILIT Y TO FORECAST

Among oil price forecasting literature, there ave tmain groups of forecasting methods generallyd usg
experts. First ones based on quantitative approgmtesent numerical and quantitative variablesithpact on oil prices
and include the econometrics methods and non-stdndathods. Among them, econometrics models incatpathree
classes of models: time series models, financiadet® and structural models. On another side, ths mon-standard
methods which are recently applied are artificialmal networks and support vector machines. Therskegroup,
qualitative methods estimate impact of infrequardgnés such as wars and natural events on oil pribese approaches
recently gained more reputation among oil priceeaesh. However, between various types of qualitaforecasting
methods there are small number of them that aréeapto forecast oil prices, such as Delphi methoeljef networks,

fuzzy logic and expert systems, and web text mimgghod (Bashiri Behmiri and Pires Manso, 2013).

At this point, if a variety of opinion was observathong econometrics researchers on appropriateafsiing
models Figurel), especially on finance and oil prices thus ®lthks of these topics to risk, some ones belahaut that
functional form play an important role in selectipgpcess of the appropriate technique. For this,résearcher have
tendency to prefer using non-linear relationshipthose areas, despite the multiplicity of formsddition to the lack of
efficient testing tools orientate preference betweertain non-linear forms.Huntington (1994) poihte the structural
models based on supply and demand failed to prediprices in the nineties of the last century. &tributed to several
reasons including the difficult accuracy to predia variable (GDP) in particular for developinguotries, and also, the
weakness to predict the oil offer outside OPEC @imgion. In these circumstances, econometriciatis\ed that the use
of simple models may have a better performance tthar models available in the short term whilendgisi may get
complicated in the case of most forecasts and dhg-term average due to changes that occur atraiffdevels of
economic and environmental ones. Therefore, ecastemand econometricians are pressed to make shod-
medium-term predictions on oil prices since they \alatile and depend on various situations. Treyairange of models
but are still undecided as to which method is mekable; they use a combination of them all to thet most accurate oil
prices answer forecasting. In this context we éad the usage of the time series models which gdigeinclude three
main categories: naive models, exponential smogthitodels and auto-regressive models such as ARIMAd
ARCH¥GARCH® family models and can be applies to forecastingleroil prices. We denote that Pindyck (1999)and
Sadorsky (2006)have compares different types @csting models, including the random walk, hisedrmean, moving
average, exponential smoothing, linear regressiodainand autoregressive models and argued theptaian to oil
prices modeling. But, the last two decades havahiptseen significant developments in exponentiabathing (ES),
which has become one of the most noteworthy fotexpstrategies. Exponential smoothing was estadtisas a classical
method of analysis for forecasting different ecortio and financial real-time data prospects (T&etiket al, 2015).
The results obtained from data smoothing are opetatimple, accurate and easy to communicate addratand (Broze
and Mélard, 1990).

2 Autoregressive integrated moving average.
SAutoregressive conditional heteroskedastisity.
‘Generalized autoregressive conditional heteroskisitgs
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Figure 1: Crude Oil Price Forecasting Classificatioa Techniques

The origin of exponential smoothing forecastinghtd@que was initiated from the operations reseactivities of
the US Navy during the Second World War. Under ¢hesesearches in 1944, Robert G. Brown developsodeim
essentially an exponentially weighted moving averagplied to continuous data and in the early 195@snded the
approach to discrete data, developing models tbatdcdeal with trends and seasonal patterns beloparsicular
application in forecasting the demand for spardspigr Navy inventory systems, which was so succiéssfterms of
forecast accuracy and data storage savings (Gardinen985). The methodology was formalized, gdimse and
extended in Brown (1963), Brown and Meyer (19619 &Esopo (1961). On similar way Charles C. Holob(t11957)
developed a similar method for exponential smogathifitrending time series. His works gained acasggavith Winters
(1960), which tested the methods on sales dataswith success that they became known as the HaiteWiforecasting
system. Further developments were soon made bin#éed researchers, in view of it being a formolatof ‘adaptive
forecasting’ for the technique (Mills, 2011). Thaaele area of exponential smoothing developed rgmldling the 1960s,
with more consideration to parameter selectionjaghof starting values for the recurrence relatigps used to compute
forecasts, the monitoring of such forecasts, amdatiaptive control of the smoothing parameters d@ar Jr., 1985).
Harrison (1967) provided the first synthesis of #&xponential smoothing methodology, showing thatwarious types of
exponential smoothing were all particular formshef Box and Jenkins (1962) polynomial predictorcétely Holt (2004)
give reflection on the genesis of the method. Bjhécal econometrics view, exponential smoothing joven through
the years to be a useful technique in many forawasituations. It was first suggested by Holt (Ipand generalized
Winters (1960). Although ad hoc exponential sma@HES) methods which defines an extended claESahethods and
offers a theoretical foundation for analysis haweerb employed with recent methodological develogsmamd have
embedded a collection of ad hoc approaches of timeséels in a modern dynamic nonlinear model frant&wo
(Alquist, Kilian and Vigfusson, 2013).

Finally as Alquist, Kilian and Vigfusson (2013) abude, although there are a humber of works dealiitly the
problem of predicting the price of oil, it is diffilt to reconcile the seemingly conflicting resul®me issues can
enumerated, on definition of the oil price varialaled its expressed terms (nominal or real), on emqgseriod for
estimation and evaluation, on how the forecast moyuis evaluated, on whether tests of statistgighificance are

provided, on conducting analysis in-sample or dtgaomple and whether the methods are parametnmoiparametric.
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The limit issue of this work is to try to predictl prices in the international market relying ordy moving averages

weighted exponential model.
BUILDING FORECAST METHODOLOGY

In this study, data for weekly, monthly and annpattude oil prices (in US dollar) for the period 8@
May 2015 November, giving about 343 observationsigsd. The data was gotten from the U S Energyrimdton
Administration (EIA) data survey. In the presentrkyowe focused on an in -sample period, which mehas the time
series between 1987 MO05 and 2015 M11 served torgenthe forecasts of models, whereas the timesegtween 2015
M12 and 2016 MO6 served as out -of - sample daa@nagwhich the accuracies of the forecasts werasored. We will
evaluate models’ forecast accuracy using the etialugdample forecast series. Each of the evaluaamnple forecast
series contains actual data until November 2018,thaen forecast data from December 2015 until R0%5. Based on
visual assessment of the time series of the spo¢ f crude oil is plottedHigure 2), we can conclude that there is a

systematic component in the form of a linear insiegtrend and small random fluctuations.
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Figure 2: Brent Crude Oil Monthly Price (1987-2015)
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Figure 3: Brent Crude Oil Monthly Price (2008-2015)
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Thinking about this case by application of Box-Jaskmethod checking be sticky (Hachemane, 2010 Th
strong volatility chronicled series especiallybetw2008 and 201B{gure 3) have cemented the idea of searching for
suitable alternatives methods. Also, this methodeposeveral questions about how the applicatiosewére structural
changes in the series characterized by abnormalnaad consider it values its problematic when ediimgamodel
parameters and let hold a snooze test time seridsese circumstances. To apply this technique irsme@nditional on
adding to the above extent linear trend comportatitdid not materialize in time series of variabileprices. Its appears
signs of non-linearity in this component and stiiadly denied its linear shape by the strong digance of BDS test
(Brooks C., 2014)which came for different dimensiand complies with the general understanding énliterature of
random time series analysis and not its potemiitarpretation of non-linear vehicle for the geneliabction of a series of

oil prices weakening results appreciation undes éiiproach.

Table 1: BDS Linearity Test of Oil Prices Series

BDS Test for PB
Date: 06/10/16 Time: 19:23
Sample: 1987M05 2016M12
Included Observations: 356
Dimension| BDS Statistic| Std. Error | z-Statistic Prob.
2 0.187355 0.004091 45.79759 0.000(
3 0.317485 0.006491 48.91172 0.000(
4 0.404690 0.007716 52.44811 0.000(
5 0.461507 0.008028 57.48921 0.000(
6 0.497278 0.007727 64.35261 0.000(
Raw epsilon 52.57993
Pairs within epsilon 82729.00 V-Statistic 0.703185
Triples within epsilon 21480079 V-Statistic 0.53829
Dimension  C(m,n) c(m,n) |C(1,n-(m-1))| c(1,n-(m-1))|c(1,n-(m-1)"K]|
2 39614.00 0.679357 40901.00 0.701429 0.492002
3 38331.00 0.661221 40608.00 0.700500 0.343736
4 37125.00 0.644196 40316.00 0.699566 0.239505
5 35975.00 0.627935 40025.00 0.698626 0.166427
6 34871.00 0.612277 39716.00 0.697347 0.114999

Abuse of the forms, the time series can be consitlapn stationary (as reflected in correlation fiem) and
attempt to build a model based on the first differs for the Brent prices variable and then prestiott-period assuming
six months and then compare it with the moving ages simple model mentioned above. As expectesiattémpt was a
disappointing since the model fails tracking thiéeixion points and so unable keep up with the aeclh prices. In this
context, lot of studies show and concur on the weak of these models in prediction (Bashiri Behamd Pires Manso,
2013) due to their linear trait and hence was wnabltrack non-linear series of Brent prices datl] to the structural

change and extreme volatility.

5 The BDS test (W. A. Brock, W. Dechert and J. Schreimk) detects nonlinear serial dependence in timesse
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Figure 4: Brent Crude Oil Weekly Price

TheFigure 4 reflect the strength of the volatility of the tirseries, making them non stationary series anchtss
consequences on applying random time series asdbahnique. It may also springs to mind adoptingpke techniques
to correct volatility likely moving average for exgle, or considering volatility as part of outliensd handled in a manner
to facilitate the forecasting process and provieseptable predicted values. In addition, crudg@ides have challenged
the forecasting abilities of such models. When, dign(2006) proposed the double-differenced forésgsmodel as
alternative, he argue that, when time series algesuto infrequent trend changes, the no-changecést may be
improved upon by extrapolating today’s oil pricethe most recent growth rate. Going so far, anotteategy is to
extrapolate from recent trends. Given that oil ggithhave been persistently trending at times, fitaisiral to consider a

random walk model with local drift designed to eapt“short-term fore cast ability”.

To avoid all the above we wanted to measure ap@tepexponentially weighted moving average models
(EWMA) for such forecasting process and investightefeasibility of the results in the short teria (vithin six months
when using monthly data may reach two years inaheual dataset). And, follow events more closely fagused
intentionally our prediction using weekly data &asy interactivity with the results and abilitythe instantly comparison
because of the availability of information. Evokattthese models are characterized amendmentdeaeaning updating
forecasts when any new information from the oil ke#s was available. The study of this type of teeeies in terms of
their compounds showed the absence of seasonatsefiad also economic cycles of them. This resufaisy to test the
appropriate forecasting technique mainly of Browhisear (i.e., double) Exponential and Holt's meathowith two
parameters. Since both methods are used in the smmenstances. The spotlight of the simplest tirag¢ing trend
model which is Brown's linear (i.e., double) expati smoothing (LES) model, reveal two differemaothed series that

are centered at different points in time witch &@sting is based on an extrapolation of a lineubhathe two centers.
SIMPLEST CRUDE OIL PRICE FORECASTING TECHNIQUES

Forecasting methods used in this study were seldmsed on a detailed graphical analysis of thamar and
due to the nature of the identified componentssinyplest method allied to the exponential smoothimggels. Usually
acknowledged, the name 'exponential smoothingti®ated here to the use of the exponential windamction during
convolution. It is no longer attributed to Holt, i#rs & Brown. The defining equation for simple erpntial smoothing

is expressed as follows:
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Le=aYe+ (1 —a)li4

Wherel, denotes the singly-smoothed seri¥g,the past observations ands the data smoothing factor. Note
that the weights assigned to previous observatwasn general proportional to the terms of thengetnic progression
{1,(1-a),(1-0)* (1-a)3,...} which is a discrete kind of an exponential funefiso this is where the name for this smoothing
method originated.

But when there is a trend in the data simple expt@esmoothing does not do wellhich is inconvenient. In
such situations, numerous methods were conceivateruthe Youble exponential smoothihgor "second-order
exponential smoothirigwhich is the recursive application of an expdrarilter twice witch introduce a term to taketan
account of a series exhibiting a trend. This slop@mponent is itself updated via exponential smawfhiTherefore, due to
the nature of the data for forecasting the priceibéxpressed above, the double exponential snmptinodel was used,
which generally described by two forms of the srhow model related t@rown's Linear (i.e., double) Exponential
Smoothingand thesecond, referred to a more sophisticated versiahisfmodel, the Holt-WinteP®ouble Exponential
Smoothing

The algebraic form of Brown’s Linear (double) Expatial Smoothing model can be expressed in the #rimap

equations as the following formula:
Ly=aYi+ (1 —a)liy
Te=y(Le—Lee)) + A= ¥)Tiy
The interpretation of the trend-smoothing constastanalogous to that of the level-smoothing cantsta

Referring to as "Holt-Winters double exponentialosthing”, this method divides the time series data two

components: the levdlt, and the trendlt. These two components can be described by thaafimly formula:
For the Level:
Lf = ay; + (1 - CZ)(Lt_l - Tf—l) 0<ax<1

Where, the trend coefficient is also updated biyrala exponential smoothing. To distinguish thend updating

smoothing weight from that for the intercepis used instead.
For the Growth:
T, = y(Lt —Leq)+ 1- V)Tt_1 i<y <1

WhereL; Represent the smoothed value for timandT, is the best estimate of the trend at tinfeor parameters
o is the data smoothing weight fact@®,< o < 1, andy is the trend smoothing factdd, <y< 1.Hence for a given set
parameters, these two components are calculated;asdised to obtain the double exponential smootbintpe data at

timet. Furthermore, the sum of the level and trend corepts at timé can be used as the one-step-aheadl] forecast.

6 NIST/SEMATECH ‘e-Handbook of Statistical Methodssttp://www.itl.nist.gov/div898/handbook/, date: Ali26, 2016.

""Model: Second-Order Exponential Smoothing”. SAB. Retrieved April 23, 2016

8Averaging and Exponential Smoothing Models’.dukieLeRetrieved April 25, 2016.

KALEKAR, P. S. (2006) Time series Forecasting using Holtte¥sExponential Smoothing. Book Time series Forecasting using
Holt-Winters Exponential Smoothirigd”~eds Editor). City: Kanwal Rekhi School of Infotioa Technology, p.4.
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There are actually various well-known forecastingtimds that are based only on the analysis ofyadisés of a
time laps. The main instrument of these methodlsasextrapolation scheme where the sequence piepéatentified at a
certain time lag go beyond its limits. It's evidentthis time series, whether monthly, quarterlyyearly they take a
similar behavior and do not differ only in termsvafatility intensity. The series also maintainscdaracteristics and their
compounds which allow adopting the appropriate &yeld according to the horizon of forecasting. Redpat Gardner
and McKenzie (1985) suggested that the trends dHmil'damped” to be more conservative for longeedast horizorts.
Our work is limited on different forms, includingiaual to predict the average term by investigatekiye monthly and
annually prices to the short-term forecasting.

Finally, after construct short-term forecasts fevexal future steps, the “Evaluation statisticEtea shows the
RMSE and RSS statistics for each of the forecadts)g with the methods. Using residual sum of sgmidRSS) to
measures the total deviation of the response véditaasthe fit to the response values which is Sdrequared differences
between the observed and estimated respbntnimizes values prove that the model has a smatndom error
component. Also, Root Mean Squared Error (RMSEknas the fit standard error or the standard erftine regression.
It is an estimate of the standard deviation ofrrelom component in the data. The use of RMSErig semmon and it
makes an excellent general purpose error metriadanerical predictions. A RSS & RMSE values clase® indicates a
fit that is more useful for prediction.

RSS = ¥:(y; — 91)?

RMSE = ’%Zi(yi - 9)?
RESULTS FORECASTING

To stand on the importance of Holt's smooth exptiaéforecasting technique, the weekly prices prgdns
have been set from the first week of the year 201 6o the first week of February. This period wakested based on the

availability of data to assess the any historioa¢€asts within the studied sample. Results wefellasvs:

Table 2: Brent Price and Five (05) Weeks Horizon Recasting

Weeks Price | Forecasting from 07 Jan 2016 Forecast Error
31 Dec 2015 36.56 35.20 1.36
07 Jan 2016| 34.19 35.74 1.55
14 Jan 2016| 29.10 33.23 413
21 Jan 2016 27.76 32.27 451
28 Jan 2016 31.75 31.31 0.44
04 Feb 2016 32.18 30.35 1.83

Where the RMSE, root mean square error reached 2t84 test is important while comparing betweerdals,
but in this case it is advisable strengthening motibsts.

9 Two smoothing parametessandy (with values between 0 and 1), and one dampingnpaier 0 <p < 1
Hquantity minimizes by the least squares estimator.
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Figure 5: Test the Regressive Prediction Significare

In addition to the previous RMSE test we want te again the regression technique to determinentpertance
of prediction. Before this we used the figure abaiech shows the viewing values and forecasts caitifity curve in
terms of the general trend. We support these tBsteegression equation where values are represdmtettpendent

variable and predictions as independent variables.

Table 3: Assessing Regressive Forecasting

Dependent Variable: YT

Method: Least Squares

Date: 04/06/16 Time: 10:30

Sample: 1 7

Included observations: 7

Variable | Coefficient | Std. Error | t-Statistic | Prob.
C 0.293086 17.26175 0.016979 0.9§871

FT 0.964348 0.515463 1.870839 0.1203

This estimate underlines the importance of thesechsts from statistical point of view which is qatible with
requirements of the test, where we accept thehylbthesis for intercept which is equal to zera #re slope is equal to

one.

We adopt now monthly data to forecast Brent pricenternational markets. These data showed thag¢neral
trend for the price of Brent (according to Holt temoothing parameters) will continue to decay t@le below thirtieth
(30) $. Note if current conditions remained predwamnit and non-OPEC exporting countries did not doutie to reduce
prices. We note also, that Algeria's oil light déséype and content of sulfur therefore no reqaideitional operations
process to preserve environment and rich by gap@ferably used in diesel extraction. Also itaasses by reach four
(4%) dollars on price terms the Brent price. Thaegel behavior of this series is no different tila® weekly data curve
only in terms of volatility; therefore we expecietisame behavior of future forecasts. We set thtuatian sample to
“2015M12 2016M6”, giving us twelve months of foretato evaluate. We choose to evaluate each ofvhéable
smoothing methods, and set the training sampléhr_east-squares, Mean square error and MSE raeksods to be
“2015M12 2016M6”.
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Table 4: Forecasting up to June 2016

Periods | 2015.10( 2015.11| 2015.12| 2016.01| 2016.02| 2016.03| 2016.04| 2016.05| 2016.06
Observed| 48.43 44.27 38.01 30.70 32.18 na na na na
Forecast 43.24 47.60 42.70 40.64 38.58 36.52 34.45 32.39 30.33

The Holt monthly smoothing results represented amtipular to estimate the monthly price at $ 42f@0
December 2015 while $ 44.27 is observed (Actua)dfatr the same month to reach the value of fote2@83 $ in June
2016. These forecasts reflect an expected tren@drttsvcontinues deterioration of prices for expasiter conditional
scenario of economic survival and political coralis intact and without any agreement between thebees of the

organization and non-oil producing countries.
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Figure 6: Tracking Performance

As observed orfigure 5 and Figure 6, in magnitude terms the different forecasts addirgess of estimate
(overestimation) when the peaks and underestimgtinderestimation) on lows which observed in theatin case, the
sensitivity of the forecasting process and howidiff, both in term and the short or medium termdAalso, prices decay
may be largely due to the improved ability of theitdd States in unconventional oil production, whis developed by
technology that allow an important diminish of coektraction (Mohaddes and Raissi, 2615)s well as the ability of
US producers in adjusting and control productiorele in interaction with price fluctuation, whicheans its ability to

balance between overall demand and aggregate sapglthat it might explain continued decline ircps.

Desire to tradeoff between the two approaches, Bi®wouble exponential smoothing and Holt's smaughi
parameters, the forecasting process was condudtkih whe sample (Ex-ante forecast) and accuraanadel fitting was
evaluated by means of two measures: the residumal afusquares (RSS) and the root-mean-square éRMISE). The
fitting errors obtained for both compared modets aresented iffable 5.

Table 5: Assess the Forecast and Differentiation beeen the Two Way:
Holt with Two Parameters (HW) and Double Exponentid Smoothing (DES)

Method | Period | Alpha | Beta | RSS | RMSE
DES 11-2015 0.77 - 7377  4.63
HW 11-2015 1 0.377 7130 4.56

2n “The U.S. Oil Supply Revolution and the GlobabBomy”, p13.
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According to these indicators, forecasts are evatldy standard statistics of forecast accuracy ddmmon
criterion of forecast performance RSS&RMSE showthgt Holt's model provides much more accurate faséx than
double exponential smoothing , which should come@ssurprise as=1 is greater than 0.77, the value below which

(Harrison, 1967) found little difference betweea RMSEs of the two approaches.

By against, the prediction failure of the double@xential smoothing may be due to the linear natiréhe
model, which does not correspond to the behaviasiloprices series and thus adequate with mosiarekeand studies
above(Mills, 2011).

By reverting to the annual data, the results onyapgp the two previous approaches have been diffeated and
the Holt's forecasts were more optimistic. The siguity of the Holt's method is clearly observe@éJ able 6) in terms

of total of residual sum of squares (RSS) and re&n-square error (RMSE).

Table 6: Annual Prices Forecasts for Brent Crude 204-2017

Base Forecast 2013 2014 | 2015 | 2016 | 2017 | RSS | RMSE
DES 117.75 103.80 49.57 35.64 7177 1573

HW 108.98| 99.39| 52.74 53.16 6242 14.67

Brent crude oil prices are forecast to averagel$#B82016 and $52/b in 2017, respectively. Howethex,current
values of futures and options contracts sugges higcertainty in the price outlobk Growing global oil supply

disruptions, rising oil demand, and falling U.Suae oil production contributed to the price inceas
CONCLUSIONS

Although registered predict variation, the genémahd in prices may continue to decline or be wWistat current
low levels production. With circumstances of ncaagement to standing productions level at leastecto January 2016
level by the producing countries. The fear now oatinuation of this scenario for the history wipeat itself again and

same circumstances beyond the eighties and itsrganoying no economic or social policies.

In forecasting the price of crude oil many of theneers of econometrics and modeling has gonedfeipsimple
to complex models for a number of consideratiohs, most important and cost predictability. We haegen different
combination of Exponential Smoothing Model in teaohtime laps (weekly, monthly and annually) andefmasting
horizon. This related to the short-term forecastihgrude oil price sequences with slowly changthgracteristics on the
basis of exponential smoothing models. The foré@ogsnethod which minimize mean squared error halecs Holt's
method almost optimized better in-sample. The coatpe performance of these models is consideredhtmwv the
practical difference, on their forecasting abiltyhere, accurate prediction of oil prices is difficbut very important for
governments, companies and investors. The moraatectne forecasts of oil prices, the greater thgaict they have on
improving the accuracy of forecasts of a wide ranfienacroeconomic results. The complexity of thedeiadoes not
mean superiority over simple wording. This suggisteme of key questions that arise in forecastiagorice of crude oil.
What do applied forecasters need to know abouthioéce of model specifications? How useful arefatiires prices in

forecasting the spot price of oil?

n U.S. Energy Information Administration | ShorT™ Energy Outlook (Analysis & Projections), Jutd @,
http://www.eia.gov/forecasts/steo/
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